Reinvestigating hyperpolarized $^{129}$Xe longitudinal relaxation time in the rat brain with noise considerations
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ABSTRACT: The longitudinal relaxation time of hyperpolarized ($^{129}$Xe) in the brain is a critical parameter for developing $^{129}$Xe brain imaging and spectroscopy and optimizing the pulse sequences, especially in the case of cerebral blood flow measurements. Various studies have produced widely varying estimates of $^{129}$Xe $T_1$ in the rat brain. To make improved measurements of $^{129}$Xe $T_1$ in the rat brain and investigate how low signal-to-noise ratio (SNR) contributes to these discrepancies, we developed a multi-pulse protocol during the washout of $^{129}$Xe from the brain. Afterwards, we applied an SNR threshold theory to both the multi-pulse protocol and an existing two-pulse protocol. The two protocols yielded mean $\pm$ SD $^{129}$Xe $T_1$ values in the rat brain of 15.3 $\pm$ 1.2 and 16.2 $\pm$ 0.9 s, suggesting that the low SNR might be a key reason for the wide range of $T_1$ values published in the literature, a problem that might be easily alleviated by taking SNR levels into account. Copyright © 2007 John Wiley & Sons, Ltd.
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INTRODUCTION

Since hyperpolarized ($^{129}$Xe) MRI was first demonstrated in the lung (1), air space imaging using HP noble gases ($^{129}$Xe and $^3$He) has progressed at a rapid rate. Owing to high lipid solubility, absence of background signal in biological tissue, non-invasiveness, and lack of radioactivity (2), $^{129}$Xe MRI has great potential as a tool for studying the brain (3–5), especially for the assessment of cerebral blood flow (CBF) (6). For conventional MRI, the magnetization at thermal equilibrium is induced by the magnetic field, and the longitudinal relaxation time ($T_1$) is the time for the magnetization, i.e. the MR signal, to recover to thermal equilibrium. However, HP gas magnetization enhanced by spin-exchange optical pumping (7–10) is non-recoverable, and the $T_1$ of an HP gas is the time elapsed for the signal to decay, because its equilibrium polarization is almost zero relative to the HP polarization. Thus, a 90° pulse would totally consume the HP magnetization. Usually, small flip angles must be used to ration the HP magnetization, and it is very important to have as long a $T_1$ as possible to ensure that the signal lasts long enough for the acquisition. Therefore, when considering $^{129}$Xe as a marker for brain perfusion by MRI, evaluation of tissue characterization and pulse sequence optimization, the $T_1$ of $^{129}$Xe in the brain is a critical parameter. Previous attempts to measure $T_1$ in the rat brain have yielded strikingly disparate results. Wilson et al. (11) found that $T_1$ measured in rat brain homogenates in vitro ranged from 18 $\pm$ 1 to 22 $\pm$ 2 s (mean $\pm$ SD) depending on the oxygenation level of the tissue, and $T_1$ values from measurements in rat brain in vivo have ranged from 3.6 $\pm$ 2.1 (12) to 26 $\pm$ 4 s (13). Part of the discrepancy is believed to be due to the protocols used in $T_1$ determination. The attempt of Choquet et al. (12) used a multi-pulse protocol during the uptake and washout process by injecting HP $^{129}$Xe in a lipid emulsion, whereas the estimation of Wakai et al. (13) used a two-pulse protocol during the washout process after the rat had breathed HP $^{129}$Xe gas. Under the condition of typically achieved polarizations (5–21%) (14), low signal-to-noise ratio (SNR) due to the low concentration of the dissolved HP $^{129}$Xe in tissue is an important factor in making $T_1$ measurements in the rat brain (2,15). The maximum SNR in the above two measurements in vivo was only 30 (12) and 46 (13), and the noise effect was not considered in these studies. When the SNR is low, noise will dominate the measured signal and result in large
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differences between the true $T_1$ and the measured $T_1$. Thus, low SNR might be a large contributor of error in the published $T_1$ values.

In this study, we investigated the error in $T_1$ measurement as a result of low SNR of the $^{129}$Xe signal in vivo. Correcting for these errors allowed us to more accurately measure the $T_1$ of HP $^{129}$Xe in the rat brain in vivo. Our calculations produced highly consistent $T_1$ results independent of the measurement protocol and offer a resolution to the discrepancy between previously reported values.

**MATERIALS AND METHODS**

**Production of HP $^{129}$Xe gas**

$^{129}$Xe gas was hyperpolarized by spin-exchange optical pumping (7–10). A commercially built HP noble gas flow-through system (IGI.XE.2000; Amersham Health, Durham, NC, USA) was used in these studies. The 794.7 nm laser light, from a 60 W diode laser array, resonates with the Rb D1 transition line and induces an electron spin polarization in the Rb vapor via a standard optical pumping process. An initial gas mixture of 1% natural abundance xenon, 10% nitrogen, and 89% helium was introduced into the glass optical cell of the polarizer at $\approx 5$ atm. The nitrogen gas was used to quench the fluorescence of Rb atoms for production of the highly polarized $^{129}$Xe gas, and the helium is intended to pressure-broaden the Rb D1 profile in order to absorb most of the laser power. The HP $^{129}$Xe gas was then produced by spin-exchange collision with the optically pumped Rb atoms. The resulting HP $^{129}$Xe gas was subsequently cryogenically stored in a cold trap with liquid nitrogen at 77 K. With this procedure, 500 mL HP $^{129}$Xe gas with a polarization level of $\approx 10\%$ can be obtained in 45 min. After collection, the xenon is warmed and expanded into a Tedlar bag at room temperature, where the longitudinal relaxation time is about 1.5 h.

**Animal procedures and HP $^{129}$Xe delivery**

All animal procedures were approved by the Harvard Medical Area Standing Committee on Animals. Six male Sprague–Dawley rats weighing 175–230 g were used. Each rat was initially anesthetized by intraperitoneal injection of ketamine (24 mg/kg) and xylazine (6 mg/kg), and catheterization into the trachea was performed with a 14-gauge 3.5 cm catheter. Afterwards, the rat was promptly placed in the magnet and the catheter was connected to an animal respirator (SAR 830 AP; CWE Inc., Ardmore, PA, USA), which was interfaced to an MR-compatible gas delivery system controlled via computer software (LabView; National Instruments, Austin, TX, USA). All gases, including HP $^{129}$Xe gas, were delivered to the animal through the delivery system, which was especially designed to minimize polarization loss during transportation of the polarized gas (16). The rat was ventilated with 97% O$_2$ and 3% isoflurane, in order to maintain anesthesia throughout the entire experimental procedure, at 60 breaths per min. A tidal volume of 3 mL was supplied for each breath. Immediately before acquisition of dynamic spectra of the rat brain, the animal was ventilated with alternate breaths of 97% O$_2$ + 3% isoflurane (2 s) and 100% HP $^{129}$Xe gas (2 s) for 40 s. During both surgery and MR scans, body temperature was maintained at 37°C using a water-jacket-type heating pad. The blood oxygenation and heart rate of the animal were monitored using a pulse oximeter (8600 V; Nonin Medical Inc., Plymouth, MN, USA) via a pair of photo transducers placed on the hind paw during the entire experimental procedure.

**Multi-pulse and two-pulse washout protocols**

HP $^{129}$Xe transport in the brain has been modeled using appropriate adaptations of the Kety–Schmidt theory (17,18). The following equation has been derived by Martin et al. (17) for the cerebral xenon concentration during HP $^{129}$Xe delivery to the lungs:

$$\frac{dC_{brain}}{dt} = FC_{cereb} - \left( \frac{F}{p} + \frac{1}{T_{brain}} \right) C_{brain},$$

where $C_{cereb}$ is the xenon concentration in the cerebral artery, $C_{brain}$ is the xenon concentration in brain parenchyma, $F$ is the tissue perfusion in units of (volume blood)/(volume tissue)/time, $p$ is the brain/blood partition coefficient for xenon, and $T_{brain}$ is the longitudinal relaxation time of xenon in the brain. In this equation, the first term on the right describes xenon transport to the brain and the second term describes the loss of xenon from the brain by perfusion as well as signal loss caused by $T_1$ decay. Xenon signal observed from the brain is proportional to $C_{brain}$. During the washout phase of the xenon signal, there is no transport of HP $^{129}$Xe by the cerebral artery, and hence $C_{cereb}$ is zero. The xenon concentration in the brain during washout ($C_{brainwashout}$) is given by the following equation:

$$\frac{dC_{brainwashout}}{dt} = - \left( \frac{F}{p} + \frac{1}{T_{brain}} \right) C_{brainwashout}.$$  

This equation can be solved to yield an analytical solution for the concentration of xenon in the rat brain during the washout of signal. The decay time constant ($\tau$) of HP $^{129}$Xe during the washout from the rat brain is given by:

$$\tau = \frac{1}{E_p + \frac{1}{T_{brain}}}.$$  

Thus, $\tau$ can be calculated from a series of pulse excitations (multi-pulse protocol) after compensating for the HP xenon signal losses caused by radio frequency
(RF) excitation, as described below. To compare the results obtained using the multi-pulse protocol, a two-pulse protocol has also been adopted to measure \( \tau \) (13). Both protocols were performed on each rat during the washout phase of the \(^{129}\)Xe signal.

NMR methods

All MR measurements from the rat brain were carried out on a Bruker Biospec 4.7 T MRI system using a dual-tuned surface coil (3.5 cm diameter) tuned to the \(^1\)H and \(^{129}\)Xe resonance frequencies (200.1 and 55.4 MHz, respectively). Shimming was implemented on the proton signal from the rat brain by using the automatic shimming tools (Bruker Paravision 3.0.2). To guarantee the quality of shimming from one experiment to another, the full width at half maximum of the HP \(^{129}\)Xe spectroscopy peak at 194.7 ppm was always shimmed to about 58 Hz. First, a typical \(^{129}\)Xe MR image of the rat brain was obtained by averaging 50 acquisitions in order to identify the chemical shift of the dissolved-phase HP \(^{129}\)Xe in the rat brain tissue. Immediately afterwards, a HP \(^{129}\)Xe 2D chemical shift image (CSI) was acquired to confirm that this dissolved-phase \(^{129}\)Xe signal did originate from the rat brain tissue, by coregistering with a traditional proton reference image of the rat brain. The HP \(^{129}\)Xe CSI used 16 phase-encoding steps in two dimensions, a phase gradient duration of 500 \( \mu s \), a flip angle of 10\(^\circ\), a TR of 1000 ms, a field of view of 2.5 cm, and a slice thickness of 10 mm. K-space data were zero-padded to yield a reconstructed image of \( 32 \times 32 \) pixels. Then, to validate the assumption of the SNR threshold theory (see the Appendix), a noise scan was carried out. Without ventilating the rat with HP \(^{129}\)Xe gas, the MR signal at the \(^{129}\)Xe resonance frequency was obtained from the rat brain with an average of 512 acquisitions. After that, a dynamic scan was performed during the uptake and washout of xenon to ensure that 40 s of administration was enough for xenon to reach a saturated state in the rat brain. A 6 s delay was to make sure that the delivery of xenon to the brain had ceased, because xenon residence time in the lung and the transportation time of blood from the lung to the brain are both less than 5 s (20).

In the multi-pulse protocol, eight pulses were applied with a 2 s inter-pulse interval during the washout. As the HP magnetization is non-renewable and the magnetization remaining after \( n \) excitation pulses with an RF pulse of flip angle \( \theta \) is \( \cos^n \theta \) (21), the loss of HP \(^{129}\)Xe magnetization due to RF pulses was accounted for by dividing by a factor of \( \cos^n \theta \). In the two-pulse protocol, two pulses were applied with a variable inter-pulse interval \((\Delta t)\), and no corrections for loss of xenon magnetization due to RF pulses were accounted for (13). Eight scans were carried out using \( \Delta t \) values ranging from 2 s to 16 s in 2 s increments. A hard-pulse sequence, with the RF pulse centered at 200 ppm with respect to the xenon gas peak, was used for all measurements. The bandwidth of measurement was 20 kHz, and the size of acquisition was 2048 complex data points.

Data analysis

Before application of a fast Fourier transform, each free induction decay (FID) was processed using a 20 Hz exponential line-broadening filter. The peak at 194.7 ppm and the other adjacent peaks were fitted using a multi-peaks Lorentzian function, and the integral area of the corresponding Lorentzian fitting was considered to be the xenon signal intensity. For the multi-pulse protocol, the decay time constant was obtained from the slope of the logarithm of the signal magnitude plotted against time. For the two-pulse protocol, the decay time constant was obtained from the slope of the logarithm of the ratio of the two signal magnitudes plotted against the time interval. The above two protocols use a linear equation to fit the logarithm of the signal magnitudes, because linear fitting incurs less error than directly fitting the signal magnitudes using a non-linear exponential equation (22). Decay time constants from both protocols were used to calculate \( T_{1\text{brain}} \) values with eqn (3), and \( T_{1\text{brain}} \) of HP \(^{129}\)Xe was obtained using both protocols employing standard literature values of 106 ± 7 mL/100 g/min for the normal CBF in the rat and 1.015 for the partition coefficient of \(^{129}\)Xe in the brain (23). For each protocol, all data points were fitted (conventional method). In a second analysis, only the data with SNR > 5.5 (improved method) were fitted on the basis of the SNR threshold theory (see the Appendix). The threshold SNR of 5.5 was selected to ensure agreement of less than 5% error between the measured and actual signal in the \( T_1 \) experiments.

Four groups of \( T_1 \) values were obtained from this study, and a statistical analysis of variance was conducted between these groups. Comparisons were made for \( T_1 \) values computed using the conventional approach as well as the SNR threshold approach for both protocols to examine if SNR has an effect. The \( T_1 \) values computed with SNR considerations using the two protocols were also compared to examine whether accounting for SNR would lead to a consistency between protocols. Statistical significance was set at \( P < 0.05 \) for evaluating mean differences between groups of \( T_1 \) values.

RESULTS AND DISCUSSION

When xenon administration was initiated, the blood oxygenation of the rats fell from 99–100% to 92–93% for
the first 20–25 s. After that, it recovered to 99–100% in 5–10 s, and remained at this level for the entire experiment, even in the two-pulse protocol experiments with a 560 s duration. The heart rates of the different rats ranged from 210 to 250. Figure 1 shows a typical $^{129}$Xe MR spectrum obtained from the brain of rat 2 in vivo. The HP $^{129}$Xe gas peak was set as 0 ppm for reference. The two clearly prominent peaks at 194.7 ppm and 189 ppm were identified as dissolved HP $^{129}$Xe in the brain tissue and non-brain tissue, respectively, and a broad peak around 209.5 ppm was identified as dissolved HP $^{129}$Xe in the blood, on the basis of the results of Nakamura et al. (20). The identities of the smaller peaks at 191.6 ppm and 197.8 ppm are still unknown and remain to be determined. That the signal at 194.7 ppm originated from the brain tissue can be confirmed because the HP $^{129}$Xe CSI at 194.7 ppm coregistered very well with a traditional proton image in the brain, as shown in Fig. 2. This CSI looks heterogeneous, which may be due to the perfusion differences of the complex structures of the rat brain, and the combination of different structures of the 10 mm slice thickness. The ratio of white matter to gray matter in the rat brain is about 1:4, which is much lower than that in humans (approximately 3:2). Also perfusion and other physiological parameters are very different in the rat brain compared with the human brain. During a total CSI acquisition time of 256 s, the perfusion differences between the white and gray matter and the different structures of the 10 mm thick slices excited by a non-selective RF pulse might lead to the inhomogeneous distribution of 194.7 ppm peak signal intensity in the CSI, which remains to be further investigated. Although the high-quality MRS of the brain obtained in vivo shows five peaks, the HP $^{129}$Xe signal from the rat brain tissue was overwhelmingly dominated by the single resonance at 194.7 ppm.

For the noise scan, both the arithmetic means of the real and imaginary parts of signals at 194.7 ppm from the rat brain, which was Fourier-transformed from 512 FIDs, were about zero. These peak intensities have been divided into 10 bins, and the corresponding histogram is shown in Fig. 3. It clearly indicates that the noise on the two

---

**Figure 1.** Typical $^{129}$Xe MRS of the rat brain in vivo. With respect to the gas resonance (0 ppm), five dissolved peaks were observed. A dominant peak at 194.7 ppm and another discriminable peak at 189 ppm were identified as dissolved HP $^{129}$Xe in the brain tissue and non-brain tissue, respectively. Two small peaks at 191.6 ppm and 197.8 ppm are still unknown, and a smaller broad peak at 209.5 ppm comes from the dissolved HP $^{129}$Xe in the blood.

**Figure 2.** Depiction of HP $^{129}$Xe distribution in the rat brain tissue by coregistering the brain HP $^{129}$Xe CSI at 194.7 ppm with a proton MR reference image. The proton MRI (grayscale image) corresponds to a 1 mm coronal slice through the brain acquired with a rapid acquisition with relaxation enhancement (RARE) pulse sequence. HP $^{129}$Xe CSI of 194.7 ppm resonance frequency (shown as with a false color overlay) acquired with a 2D CSI pulse sequence. The HP $^{129}$Xe CSI confirms that the signal at 194.7 ppm originated from the rat brain tissue.

**Figure 3.** Histogram of peak intensities of 512 noise FIDs at 194.7 ppm was divided into 10 bins, which demonstrates that the noise on the two quadrature detectors is a normal distribution.
quadrature detectors are both normal distributions. Because a normal noise distribution is required for the application of this SNR threshold theory, the observation that our noise properties do indeed have a normal distribution justifies our utilization of this approach (see the Appendix).

Figure 4 illustrates the dynamic, high-SNR HP $^{129}$Xe MR image from the brain of rat 2 during the uptake and washout of HP $^{129}$Xe. The dissolved signal in the rat brain clearly reached a steady state at about 30 s after HP $^{129}$Xe ventilation began. Therefore, a 40 s time period for alternating breaths of oxygen and HP $^{129}$Xe was sufficient for saturation of dissolved-phase xenon in the rat brain. At 44 s, the HP $^{129}$Xe signal in the rat brain began to decay, which confirmed that a 6 s delay was sufficient for the delivery of xenon from the lungs to the brain.

Figure 5a shows typical linear fits for all data points (dashed line) and also for the data with SNR $\geq 5.5$ only (solid line), both obtained using the multi-pulse protocol from rat 2. Figure 5b shows typical linear fits for all data points (dashed line) and only for the data in which spectrum peaks, S$_2$, have SNR $\geq 5.5$ (solid line), both from the two-pulse protocol, also from rat 2. Table 1 shows individual $T_1$ values of HP $^{129}$Xe and their mean from the six rat brains using the two protocols, with and without the SNR threshold. These four groups of $T_1$ values computed will hereafter be referred to as ‘group 1’ through ‘group 4’ as indicated in Table 1. To compare the mean values of the four different groups, the LSD (least-significant difference) multiple comparisons using an analysis of variance are shown in Table 2. The mean $T_1$ values determined using these two protocols differed significantly ($P << 0.05$ between groups 1 and 3) if all the data were fitted without thresholding out the low-SNR data points, i.e. the conventional method. However, if the effect of noise was minimized, i.e. the improved method, the $T_1$ values computed have a much smaller difference

![Figure 4. Under the conditions of a 40 s period for alternating breaths of oxygen and HP $^{129}$Xe, MRS image of HP $^{129}$Xe obtained from rat brain in vivo with a dynamic sequence during the uptake and washout of xenon. At about 30 s from the beginning of xenon ventilation, the dissolved $^{129}$Xe signal reached a steady state and began to decay at about 44 s.](image)

![Figure 5. A typical time-dependent decay of HP $^{129}$Xe during washout from rat brain using (a) the multi-pulse protocol and (b) the two-pulse protocol. The dashed lines represent the linear fittings for all data points, and the solid lines are the linear fittings for the data with SNR $\geq 5.5$ only.](image)

### Table 1. $T_1$ values of HP $^{129}$Xe from six rat brains. The mean $T_1$ value and standard deviation obtained from the multi-pulse and two-pulse protocols before (conventional method) and after (improved method) setting a threshold for SNR are also given. These $T_1$ values were named ‘group 1’ to ‘group 4’ for easy reference during discussion.

<table>
<thead>
<tr>
<th>Rat</th>
<th>Multi-pulse protocol</th>
<th>Two-pulse protocol</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Conventional</td>
<td>Improved</td>
</tr>
<tr>
<td>$T_1$(s)</td>
<td>$T_1$(s)</td>
<td>$T_1$(s)</td>
</tr>
<tr>
<td>1</td>
<td>14.2</td>
<td>12.9</td>
</tr>
<tr>
<td>2</td>
<td>12.2</td>
<td>15.1</td>
</tr>
<tr>
<td>3</td>
<td>11.5</td>
<td>16.1</td>
</tr>
<tr>
<td>4</td>
<td>11.7</td>
<td>15.5</td>
</tr>
<tr>
<td>5</td>
<td>12.7</td>
<td>16.4</td>
</tr>
<tr>
<td>6</td>
<td>12.1</td>
<td>15.7</td>
</tr>
<tr>
<td>Mean</td>
<td>12.4</td>
<td>15.3</td>
</tr>
<tr>
<td>SD</td>
<td>1.0</td>
<td>1.2</td>
</tr>
</tbody>
</table>
relative to the improved method may be due to the error of the calibration of the flip angle. To correct for the effect of the flip angle, the acquired signals were divided by a factor of \( \cos^2 \theta \). These corrected signal levels were then used to calculate \( T_1 \). Therefore, an overestimation of \( \cos^2 \theta \) might lead to the underestimation of the \( T_1 \) values, and errors from misestimating \( \cos^2 \theta \) can magnify with increasing \( n \). As a surface coil was used for measurements, the RF inhomogeneity of the coil would produce variations in the flip angle profiles. The assumption of ±1° error of flip angle determination would induce ±1 s and ±0.8 s errors in the final \( T_1 \) mean values computed by the multi-pulse conventional and improved methods, respectively. If the incertitude on the flip angle were ±2°, the errors of the \( T_1 \) mean values would merely increase to ±1.6 s and ±1.3 s for the multi-pulse conventional and improved methods.

From eqn (3), we know that the accuracy of the \( T_1 \) values depends on how close the CBF and partition coefficient of our rats are to those values reported in the literature. An overestimation of the CBF would result in an overestimation of the \( T_1 \) value, and an overestimation of the partition coefficient would induce an underestimation of the \( T_1 \) value. As for the CBF, it might change with physiological interventions (e.g., anesthesia) and would vary between individual animals. It was reported that the CBF varied from 66 to 117 mL/100 g/min in normocapnia (23) and up to 131 ± 9 mL/100 g/min when iido-[14C]antipyrine was used (25). Assuming that the partition coefficient remains constant at 1.015 if the CBF were as low as 66 mL/100 g/min, the mean \( T_1 \) values would decrease to 13.9 s and 14.6 s when the improved multi-pulse and improved two-pulse protocols, respectively, were used. These mean \( T_1 \) values would increase to 16.3 s and 17.4 s assuming that the CBF is 131 ± 9 mL/100 g/min. As for the effect of variations in the partition coefficient on the accuracy of the \( T_1 \) measurements, using CBF from the standard literature (106 ± 7 mL/100 g/min), a ±5% difference in the partition coefficient would only induce a ±0.2 s difference in the mean \( T_1 \) values using either the improved multi-pulse or the improved two-pulse protocols. The goal of this paper, however, is to demonstrate that the accuracy of \( T_1 \) results can be improved once the SNR threshold theory is applied to the multi-pulse or the improved two-pulse protocols. An independent measurement of the CBF and partition coefficient made simultaneously with xenon washout would more accurately determine the \( T_1 \) values based on our methods.

As the \( T_1 \) values in the rat brain were determined by Choquet et al. (12) using data that included the uptake process of HP-129Xe gas, the fluctuation of xenon concentration in the rat brain caused by the manual injection of HP-129Xe in a lipid emulsion may introduce a large error. Moreover, those data were fitted using a complicated multi-exponential equation, which may also lead to a larger error than that expected using linear fitting. Wakai et al. (13) did not clearly describe how HP

### Table 2. LSD multiple comparisons using analysis of variance between four \( T_1 \) value groups. It shows the mean difference is −5.6 s and \( P < 0.05 \) between the multi-pulse protocol (group 1) and two-pulse protocol (group 3) when the SNR threshold theory is not used, whereas the mean difference is −0.95 s and \( P > 0.05 \) between the two protocols (groups 2 and 4) when the SNR threshold theory is applied

<table>
<thead>
<tr>
<th>Group (I)</th>
<th>Group (J)</th>
<th>Mean difference (I−J)</th>
<th>SE</th>
<th>( P ) value</th>
<th>95% Confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>−2.9</td>
<td>0.63</td>
<td>1.8E-04</td>
<td>−4.2 −1.6</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>1.8</td>
<td>0.63</td>
<td>1.1E-02</td>
<td>0.5 3.1</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>−5.6</td>
<td>0.63</td>
<td>2.1E-08</td>
<td>−6.9 −4.3</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>−0.95</td>
<td>0.63</td>
<td>0.146</td>
<td>−2.3 0.4</td>
</tr>
</tbody>
</table>

(−0.95 s between groups 2 and 4) than that using the convention method (−5.6 s between groups 1 and 3). Table 2 also shows that significant differences were found between the \( T_1 \) values derived using the conventional and improved multi-pulse methods (\( P < 0.05 \) between groups 1 and 2) as well as those derived using the conventional and improved two-pulse methods (\( P < 0.05 \) between groups 3 and 4). However, when the SNR threshold was applied, there was no significant difference between the results using multi-pulse and two-pulse methods (\( P > 0.05 \) between groups 2 and 4). It supports our hypothesis that the noise does affect the accuracy of the \( T_1 \) values to a great extent.

Table 1 shows that the mean \( T_1 \) value calculated using the improved two-pulse method is larger than that using its conventional counterpart, whereas the mean \( T_1 \) value calculated using the improved multi-pulse method is less than that using its conventional counterpart. The analysis of variance results in Table 2 show that the mean difference between the \( T_1 \) values (−2.9 s between groups 1 and 2) calculated using the conventional and improved multi-pulse methods is larger than the mean difference between the \( T_1 \) values (1.8 s between groups 3 and 4) calculated using the conventional and improved two-pulse methods. Extending the analysis of Henkelman (24), it was found that noise usually adds a statistically positive bias to low SNR signals, although it could induce a negative bias in an individual scan. When the two-pulse protocol was used, it was reasonable that the \( T_1 \) mean value was overestimated when all data points were used, because the \( T_1 \) value was proportional to \( \ln(S_2/S_1) \) and, overall, noise would have a larger positive bias on \( S_2 \) with a lower SNR. Theoretically, the precision of the \( T_1 \) value measured using the two-pulse protocol is dependent only on the noise content of the acquired signals; however, the same parameter measured using the multi-pulse protocol is further reliant on the accuracy of the flip angle. For the results from the multi-pulse protocol, the underestimation of the \( T_1 \) mean value using the conventional method would more accurately determine the \( T_1 \) values based on our methods.

HYPERPOLARIZED $^{129}$XE $T_1$ IN RAT BRAIN WITH NOISE CONSIDERATION

$^{129}$Xe was administered to the rat, whether the breaths contained a mixture of HP $^{129}$Xe and oxygen, or whether alternate breaths of HP $^{129}$Xe and oxygen were used. In any case, although 91% enriched $^{129}$Xe gas was used, the best data in their study had an SNR of only 46. In addition, a large error may exist in the estimated decay time because the two-pulse protocol is sensitive to the SNR of the spectra.

In contrast with the above two studies, because our experiment determined the $T_1$ value only via the washout phase, it was independent of fluctuations in xenon concentration during the uptake process and avoided the unnecessary associated error. Also, it was relatively easy to identify the washout phase, as the data at a fixed time (6 s) after the end of xenon delivery (allowing for the xenon transit time to the brain) were selected for measurement of the decay time constant. Furthermore, the rats in our experiments were ventilated with alternating breaths of HP $^{129}$Xe and oxygen by a computer-controlled delivery system, so the depolarization of HP $^{129}$Xe should be slower than that using breaths of HP $^{129}$Xe mixed with oxygen. Even though only natural abundance xenon was used in our experiment, our data consistently had an SNR $\geq 61$. Therefore, our procedure should provide a better basis for accurate measurement of $T_1$ in the rat brain.

In two previous studies (12, 13), the $T_1$ values were very sensitive to the SNR, regardless of which $T_1$ measurement protocol was used. In our study, we confirmed by using two different measurement protocols and applying the SNR threshold theory that one of the large sources of error in the two previous studies was noise. Our results demonstrate that noise influences the measured $T_1$ value accuracy to a large degree when the signal SNR is low. Quantitatively, there is more than a 5% difference between the true signal and the measured signal if the SNR is less than 5.5.

The two approaches used in the present study each have their own strengths and weaknesses. The multi-pulse protocol, all in all, takes 70 s. Sufficient data are acquired to calculate $T_1$ within the washout period during the latter period of $\sim$24 s. However, the fidelity of the multi-pulse protocol depends on both the inhomogeneity and the accuracy of the delivered flip angle. We chose to use the surface coil for this experiment because of its higher signal sensitivity than the birdcage coil. However, we acknowledge that the surface coil is inferior to the birdcage coil in terms of RF field homogeneity. Even if we had chosen to use a birdcage coil, we cannot be certain that the reduction in errors due to RF field non-uniformity would have been worth the poorer SNR and increased contamination from signal originating nearby. Fortunately, the flip angles can be easily and quickly calibrated in less than 1 s, and the larger error from $\cos^2 \theta$ when $n$ is large can be circumvented by discarding the later data points with SNR $< 5.5$. For the two-pulse protocol, inhomogeneous RF field distribution can be avoided because the flip angle need not be estimated. However, the two-pulse protocol is more time consuming (at least 560 s in the current protocol) as it requires eight repetitions to collect a full dataset. Moreover, the polarization loss over such a long period results in lower SNR values for the later data points. Nonetheless, we used these two different protocols and proved that the $T_1$ value results were consistent once the noise effect had been accounted for by utilizing the SNR threshold theory.

CONCLUSION

To our knowledge, the noise effect has not been considered in previous studies measuring $^{129}$Xe $T_1$ in the brain. Because the concentration of HP $^{129}$Xe in brain tissue is typically low, it follows that the SNR of the MR signal from the brain will be low as well, although methods for increasing polarization levels should ameliorate this somewhat (26). We reinvestigated the HP $^{129}$Xe $T_1$ in the rat brain in vivo incorporating noise/SNR considerations, and although numerous physical and physiological factors may affect the $T_1$ obtained, our approach supports our hypothesis that noise has an undeniable effect on the accuracy of $T_1$ measurements. This study demonstrates an improvement when the influence of noise is minimized.

With the assistance of high SNR, by incorporating an SNR threshold into two different MRS approaches, the $T_1$ mean values of HP $^{129}$Xe in the rat brain were determined to be 15.3 $\pm$ 1.2 and 16.2 $\pm$ 0.9 s, respectively, which are highly consistent (0.9 s difference). However, our values do depend on assuming a literature value for CBF in rat brain, which sets a limit on the accuracy of the measurement.
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APPENDIX

SNR THRESHOLD THEORY

In an MR measurement, suppose $A$ is the true amplitude of the signal and $N$ is the noise, and $A$ can always be chosen to be the real component of the MRI signal by rotating the quadrature detectors. Then, the measured signal including noise can be given using the complex expression:

$$S = A + Ni.$$  

Assume that the noise on the two quadrature detectors is white, has a normal distribution, and is independent with zero mean and standard deviation $\sigma$. The joint probability distribution of the noise can be written as:

$$P(N_r, N_i) = \exp[-(N_r^2 + N_i^2)/2\sigma^2]|dN_r dN_i|/2\pi\sigma^2.$$  

Therefore, the root mean square (RMS) of the measured signal magnitude can be calculated as follows:

$$M_{rms} = \sqrt{\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |S|^2 P(N_r, N_i) = \sqrt{2\sigma^2 + A^2}.}$$  

When $A = 0$, i.e. no signal, the RMS of the noise magnitude is given by $\sqrt{2}\sigma$. In addition, from the definition of SNR:

$$\text{SNR} = \frac{P_{signal}}{P_{noise}} = \left(\frac{M_{signal}^{rms}}{M_{noise}^{rms}}\right)^2,$$  

where $P$ is average power and $M$ is RMS amplitude. After inserting eqn (6) into the above equation [7], we can get the measured signal SNR:

$$\text{SNR} = \frac{2\sigma^2 + A^2}{2\sigma^2} = 1 + \frac{A^2}{2\sigma^2}.$$  

In a similar way to deducing eqn (6), $M_{mean}$, the arithmetic mean of the measured signal magnitude, can be written in polar coordinates (24):
As the analytical expression of $M_{\text{mean}}$ cannot be easily obtained through the above complicated integral, we can numerically evaluate it for $\sigma = 1$, as previously (24). According to the relationship between the arithmetic mean, the standard deviation and the RMS

$$M^2_{\text{rms}} = M^2_{\text{mean}} + M^2_{\text{sd}},$$ 

(10)

the standard deviation of the measured signal magnitude, can also be derived. For convenience, Fig. 6 shows $(M_{\text{mean}} - A)/A$, the difference between the measured mean $M_{\text{mean}}$ and the true signal amplitude ($A$) relative to $A$ in units of $\sigma$. This figure clearly demonstrates that $(M_{\text{mean}} - A)/A < 5\%$ when $A > 3\sigma$. The measured signal SNR which depends on the true amplitude $A$ in units of $\sigma$ is plotted in Fig. 7 according to eqn (8). When $A = 3\sigma$, the measured signal SNR = 5.5, which indicates that when SNR > 5.5, $A$ can be approximated by $M_{\text{mean}}$ to an accuracy of better than 5%. Therefore, we chose an SNR threshold of 5.5 to decrease the errors stemming from low SNR measurements.