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Fig. 4. Filtered results of Fig. 3(el) with different window sizes in (6) when the maximum window size in (4) is setas 9 X 9.(a)3 x 3.(b) 5% 5.(c) 7% 7.

(d)9x9.(e) 11 x 11.

Fig. 5. Enhanced results obtained through different baseline methods. (al)—(el), (a2)—(e2), (a3)—(e3), (ad)—(e4), (a5)—(e5), (ab)—(e6), and (a7)—(e7) Enhanced
results obtained by using the THT, LMWIE, MBPM, AGADM, LCM, Maxmean, and Maxmedian methods, respectively.

indicates that our method can achieve lower FAs under the
same PD.

Against an intricate cloudy-sky background, small targets
generally submerge in the clutters and noise. Nevertheless, the
target area is different from the surrounding clutters and noise
in the spatial domain. This difference is the foundation of our

method that intends to amplify the difference between the target
and neighboring backgrounds. Thus, our method can efficiently
discriminate the target from the background clutters and noise
by availably suppressing the complex backgrounds. Figs. 2
and 5 indicate that our method can easily detect small targets
and perform better than baseline methods.
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TABLE IV
SCR VALUES OF FIVE GROUPS OF ORIGINAL AND FILTERED
IMAGES OBTAINED BY USING DIFFERENT METHODS

Group #1 #2 #3 #4 #5
Original 3.2580 1.1586 2.3031 1.5153 1.7140
THT 0.8227 0.4967 0.9185 0.7588 1.0970
LMWIE 1.4421 0.4391 1.4149 0.5808 0.9672
MBPM 10.4830  1.9836 2.3015 1.7662 1.6090
AGADM 3.8688 1.1711 9.1863 2.4599 7.8038
LCM 8.2449 4.4570 4.8562 2.7402 2.1123
Maxmean 7.8871 1.9075 2.4337 1.8175 1.7011
Maxmedian  6.6161 1.5707 2.5811 1.7299 1.6695
Our method 457002 123978 381118 386720 340139
TABLE V

BSF VALUES OF FILTERED RESULTS OBTAINED
BY USING DIFFERENT METHODS

Real Sequence  # 1 #2 #3 #4 #5 Average
THT 032 0.79 177 0.84 394 1.53
LMWIE 0.75 210 509 224 554 3.4
MBPM 0.48 .19 292 130 2.82 1.74
AGADM 056 052 072 056 057 059
LCM 0.65 0.61 096  0.61 0.70 071
Maxmean 0.54 054 0.5 0.58 0.60  0.60
Maxmedian 0.55 0.55 076 059  0.60  0.61
Our method 12.55 1543 4548 3196 11.16 2332

SCR and BSF are appropriate measures to demonstrate the
detection performance of diverse methods and are used here for
comparison. For each measure, a higher score means the better
performance. Five groups of images are randomly selected from
the five small target image sequences, denoted as Groups 1 to 5.
Each group contains successive eight images. Table IV list
the average SCR values of the five groups of the original and
filtered images obtained by using the THT, LMWIE, MBPM,
AGADM, LCM, Maxmean, Maxmedian, and proposed meth-
ods. It can be found that our method can significantly improve
the SCR values of the images.

Table V shows the average BSF values of the five real image
sequences. More than 460 images are used to calculate the
ensemble average BSF values obtained by using the baseline
and proposed methods, listed in the right column of Table V.
According to Tables IV and V, our method shows superiority
over the baseline methods in terms of the SCR values and
BSF values. This is because our method can availably suppress
diverse complex and noisy backgrounds and has less clutters
and noise residual in the comparison of Figs. 2-5.

These experimental results demonstrate the performance of
our method for target enhancement and background clutter and
noise suppression simultaneously. Therefore, our method is
helpful to detect small infrared targets embedded in different
heavy and noisy cloudy-sky background clutters.

D. Target Detection

Generally, if the distance between centers of the ground truth
of the target location and the detected result is in a threshold
(5 pixels [4], 4 pixels [2], or others), the detected result will
be considered correct. In this paper, the threshold is selected as
4 pixels. For the five small target sequences, the probabilities
of detection obtained by using our method are 1.00, 0.79, 1.00,
1.00, and 1.00, and the FAs are 0.0198, 0.4100, 0.0198, 0.0444,
and 0.0286, respectively, where the parameter A in (8) was
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Fig. 6. Ground-truth and detected trajectories based on our method. (a) Real
Sequence 3. (b) Real Sequence 5.
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Fig. 7. Histograms of detected error distributions of (upper) Real Sequence 3
and (lower) Real Sequence 5.

selected as 0.3, 0.6, 0.3, 0.4, and 0.4 in each experiment. These
results suggest that our method can achieve high probabilities
of detection and low FAs.

In Real Sequences 3 and 5, the targets keep motion in each
frame, while the targets in Real Sequences 1, 2, and 4 have little
motion (see Table I). For Real Sequences 3 and 5, Fig. 6 shows
the ground-truth and detected trajectories obtained by using our
method, and Fig. 7 shows the corresponding histograms of error
distributions. In Fig. 6(a), the tracked trace does almost match
that of the target movement. It can be observed from the upper
row of Fig. 7 that the most horizontal errors are less than 1 pixel
and the vertical errors are less than 1 pixel. The tracked trace in
Fig. 6(b) also does almost match that of the target movement.
The major horizontal errors are less than 1 pixel, and the major
vertical errors are less than 2 pixels (see Fig. 7).
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Fig. 8. ROC curves of eight methods for five real infrared image sequences.
(a) Real Sequence 1. (b) Real Sequence 2. (c) Real Sequence 3. (d) Real
Sequence 4. (e) Real Sequence 5.
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E. Detection Performance Comparison

The receiver operating characteristic (ROC) curve is a plot of
the true PD versus the FA. We give the ROC curves of the eight
methods for the five real small target image sequences in Fig. 8.
The PD and the FA are based on (19). ROC curves suggest
that our method has better performance wrt detection accuracy
than baseline methods. Particularly for Real Sequences 1 to 4,
our method owns higher values of PD but lower values of FA,
compared with the baseline methods. For Real Sequences 1, 3,
and 4, the LCM method is superior to other baseline methods.
but for Real Sequence 2, the LCM method has very low values
of PD. For Real Sequence 5, the THT method have a little
better performance than our method when FA < 0.7, but our
method can reach 1 (100%) faster than that baseline method
when FA > 0.7. Therefore, our method can obtain the best
performance for the five small infrared target image sequences,
which implies that our method works more robustly for various
clutter and noisy backgrounds and target movements.

IV. CONCLUSION

This paper presents an effective method based on a WLDM
to detect small infrared targets against diverse intricate cloudy-
sky backgrounds. The method weights the multiscale local
difference contrast by the modified local entropy followed by
a simple adaptive threshold operation. It can separate the true
target from jamming objects (e.g., edges of clouds) that have
a similar thermal intensity measure wrt the background as
small targets in the scene. The presented method can eliminate
massive intricate cloudy-sky background clutters and noise
through the target enhancement. In particular, it can signifi-
cantly improve the SCR and BSF values of the image. In this
way, the presented method can achieve high probabilities of
detection and low FAs. Experiments implemented on extensive
small target images against diverse complicated cloudy-sky
background clutters demonstrate that our method significantly
outperforms classical methods, such as the THT, LMWIE,
MBPM, AGADM, LCM, Maxmean, and Maxmedian. Experi-
mental results also demonstrate that our method works stably
for different intricate backgrounds and target movements. In
the future, we will investigate a faster version of the current
algorithm. We will also further improve the flexibility of our
method in background cases with heavy interference of the
cloud edge texture and noise (e.g., Real Sequence 2) in our
further investigation.
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